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OVERVIEW

Big questions
­ How and why does the degree of dependency 

length minimization differ between languages? 
Between registers?

­ What new sources of (informal) speech data 
can we use to help answer this question?

Approach: Dependency-parsed YouTube 
captions (YouDePP)



DEPENDENCY LENGTH AND 
DEPENDENCY LENGTH MINIMIZATION

Dependency length 
­ The distance (# of words) between a dependent and its head

Dependency length minimization hypothesis
­ “The evolution of languages is driven by the constraint that grammars should allow 

dependents to be realized as closely as possible to their heads” (Yu et al. 2019)

Minimization strategies available to languages can differ!

(Adapted from Futrell et al. 2015a)



MINIMIZATION STRATEGIES: WORD ORDER

(Adapted from Futrell et al. 2015a)



MINIMIZATION STRATEGIES: ARGUMENT DROP

§ Has been discussed 
as a feature that can 
reduce absolute length 
(Ueno & Polinsky
2009)

§ Can also make a 
difference for 
dependency length

§ As good as changing 
word order!
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(Figure from Futrell et al. 2015a)

VARIATION IN DLM: PREVIOUS WORK
§ Languages such as 
Japanese, Korean, Turkish 
have been found to have 
longer average 
dependency lengths than, 
e.g., Italian, Indonesian, 
Irish (Futrell 2015a)

§Why? 
§ Headedness?

§ Constituent order?
§ Flexibility?



DEPENDENCY 
CORPORA: 

SOME ISSUES

§ Many large corpora historically use written 
language & formal registers

§ But, there are systematic differences between 
registers of a language (Biber 1993)

§ By extension, cross-linguistic corpus comparisons 
aren’t necessarily comparing the same kinds of 
language use



QUESTIONS 
REVISITED

§ Flexible word order and argument drop 
can both reduce dependency lengths

§ Both strategies are available in Japanese, 
especially casual spoken Japanese

–––––––––––

§ Will very casual spoken Japanese look 
different from previous results?
§ If so, how do these features contribute to 
DLM in casual speech?

§ How does casual spoken Japanese compare 
to casual spoken Russian, a flexible SVO 
language with more limited argument drop?



JAPANESE VS. RUSSIAN: FLEXIBILITY & 
ARGUMENT DROP

Japanese Russian

§ Flexible SOV § Flexible SVO

§ Writing rigidly verb-final
Casual speech optionally flexible

§ Writing and speech flexible
Non-SVO orders better in some contexts

§ Frequent argument drop § Limited argument drop

§ Subject drop (Nariyama 2000)

20%         37%       74%
Novels News      Conversation

§ Written arg. drop (Ueno & Polinsky 2009)

12%       22%          25%
Politics     Mystery     Magazines

§ Subject drop (writing) (Zdorenko 2010, Seo 2001)

0~22%           2%           4%
Fiction Blogs         News

§ Subject drop (speech) (Zdorenko 2010, Grenoble 2001)

3%        6%           24~32%
Lectures   Interviews  Conversation, stories



JAPANESE VS. RUSSIAN: PREVIOUS DLM 
RESULTS

Japanese: Tüba J/S (Heinrichs et al. 2000)
§Spoken dialogues from 3 formal situations: 

Appointments, travel, computer maintenance

Russian: SynTagRus (Droganova et al. 2018)
§Written texts from various genres: news, 

fiction, blogs, etc.
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(Figure from Futrell et al. 2015a)
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PREDICTIONS

§ Both Japanese and Russian will show more 
minimization in YouTube data, i.e., informal 
speech, than in previous work

§ Japanese will show a greater difference in 
minimization between informal and formal 
registers than Russian due to the difference 
in availability of argument drop & flexibility



METHODS: 
CORPUS OF 

YOUTUBE 
CAPTIONS

Two types of captions:

Auto-generated (speech-to-text)
­ Doesn’t work well on non-English languages

Community-provided
­ By and large of good quality

YouTube might discontinue the community captions feature this year! 
Sign the petition!



METHODS: CORPUS GENERATION

1. Identify top YouTube channels in Japan and Russia that contain speech

2. Scrape captions from videos using PyTube module

3. Automatically process captions to remove things that trip up parser
§ In progress: Manual processing of ~10% of data for comparison

4. Parse with stanza [StanfordNLP] (Qi et al. 2018)



METHODS: 
SOME 

LIMITATIONS

§ Parser doesn’t perform well with casual 
speech, especially Japanese
§ Lack of particles

§ Flexible order

§ That said, it usually gets the dependency 
structure right enough, since what matters 
here is distance



METHODS: DEPENDENCY CALCULATION

For each sentence: 

1. Calculate total dependency length of the sentence (sans punctuation)

2. Generate 10 random linearizations of the sentence and calculate 
total dependency length for each

3. Generate optimal arrangement of sentence and calculate total 
dependency length (Gildea & Temperly 2007)



RESULTS: 
DEPENDENCY 
LENGTH 
GROWTH 
RATE

rand = 0.197
obs = 0.124
opt = 0.092

rand = 0.161
obs = 0.106
opt = 0.072

YouDePP

Futrell et al. 2015a
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RESULTS: MINIMIZATION

§ Casual spoken Japanese minimizes much more than formal spoken data

§ Casual spoken Japanese minimizes more than casual spoken Russian

§ Russian is similar across the two studies

Language Corpus/Study Minimization Ratio

Japanese YouDePP 0.689 (0.695)

Futrell et al. 2015 0.556 

Russian YouDePP 0.606 (0.618)

Futrell et al. 2015 0.618



RESULTS: BY-
CHANNEL 
COMPARISON

§ It’s possible that 
channels of different 
genres would show 
different trends

§ No clear pattern in 
Russian data

§ More monologue-
heavy Japanese 
channels seem 
similar?

§ Need to compare 
more channels and 
genres!

Japanese
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METHODS: 
HAND-

CORRECTIONS

In conjunction with watching video:

1. Determine sentence boundaries

2. Remove nonsense lines (e.g. sound effects, 
laughter)

3. “Correct” slang forms/spellings 

4. Note use of non-canonical orders, code for 
argument drop



§ Growth of all 
baselines significantly 
slower

§ Overall pattern 
unchanged
­ Auto ratio: 0.691

­ Corrected ratio:
0.696

§ More stable 
estimates at higher 
sentence lengths

RESULTS: HAND CORRECTIONS

Sentence Length
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rand = 0.166
obs = 0.098
opt = 0.069



RESULTS: 
ARGUMENT DROP 

VS. ORDER IN 
JAPANESE

Only about 5% (363/7500) of hand-
checked utterances use a non-canonical order

In contrast, arg. drop is extremely common
­ 76% of clauses drop at least one argument
­ Quick comparison—frequency of 1st person 

singular pronouns in Japanese vs. Russian data:
­ RU (я): ~39 times/video; 16.2% of sentences

­ JA ([w]ata[ku]si, boku, ore): ~5 times/vid; 3.36% of sents



CONCLUSIONS

§ Argument drop may be driving dependency 
length minimization more than flexible word 
order in casual spoken Japanese

§ These strategies allow casual spoken 
Japanese to minimize dependencies more 
than casual spoken Russian



MOVING 
FORWARD

§ Manual correction and annotation

§ More languages & registers
­ Variety of written and spoken sources



THANK YOU!

§ Looking at (informal) speech through 
new mediums is an important complement 
to existing written data

§ Sources like YouTube can serve as 
powerful tools for uncovering typological 
patterns that are difficult to detect when 
we only look at formal registers and 
written modalities

Sign the petition!
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MINIMIZATION STRATEGIES: WORD ORDER

Case 1: Different orders have similar lengths

(Adapted from Futrell et al. 2015a)



VARIATION IN 
DLM: WHY?

Possible sources of variation:

§ Headedness?
§ JA, TR and KO are SOV and strongly head-final  (Liu 2010, 

Futrell 2015b, Levshina 2019)
§ IT and ID (SVO) and Irish (VSO) are moderately–strongly 

head-initial (Liu 2010, Futrell 2015a,b)
§ More freedom in dependency lengths due to, e.g., 

identifiability or lack of overlap between forms (Futrell 
2015a, Hawkins 2014, Levshina 2019)?

§ Some constructions “naturally” longer (SOV will be 
longer than equivalent SVO)?—but then we might 
expect trade-offs elsewhere

§ Flexibility?



RESULTS: DEP LENGTH GROWTH RATE
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